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Abstract :   Artificial Neural Networks (ANNs) were developed in response to the neural networks found in the human brain and 

have found widespread application in speech processing. ANN applications include, among others, speech recognition, speech 

emotion recognition, language identification, speech enhancement, and speech separation. Similarly, given that human speech 

processing involves complex cognitive processes known as auditory attention, a growing number of papers have proposed ANNs 

supported by deep learning algorithms in conjunction with some mechanism to achieve symmetry with the human attention 

process.. This survey paper provides a comprehensive review of the various attention models used in the development of 

automatic speech recognition system for English vowels. This paper also describes a novel method for recognizing vowels. Lip 

features extracted via a combined method are fed into a neural network system for recognition. 
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I. INTRODUCTION 

 

Voice recognition of speakers by systems is that the problem of converting the knowledge content of the speech waveform of 

speakers into identifiable sets of features that carry all the possible discriminative information necessary for recognition of the 

speakers. the power of a recognition system to adequately recognize the voice of speakers essentially depends on the adequate 

capture of the time frequency and energy of the speech waveform and the way well the popularity model parameters are trained to 

supply the simplest sets of discriminations so on achieve accurate recognition[6]. With the arrival of technology, the thought of 

using the voice signals for the purpose of identification has found many useful applications in platforms like access control of 

data , access to banking services, secured database access system, remote access to telephone services, avionics, and automobile 

systems, etc[7], 

Speech may be a natural mode of communication for people. We learn all the relevant skills during infancy , without instruction, 

and that we still believe speech throughout our lives. It comes so naturally to us that we don’t realize how complex a phenomenon 

speech is. The human vocal tract and articulators are biological organs with nonlinear properties, whose operation isn't slightly 

below conscious control but also affected by factors starting from gender to upbringing to spirit . As a result, vocalizations can 

vary widely in terms of their accent, pronunciation, articulation, roughness, nasality, pitch, volume, and speed; moreover, during 

transmission[2,3], our irregular speech patterns can be further distorted by ground noise and echoes, also as electrical 

characteristics (if telephones or other equipment are used). of these sources of variability make speech recognition, even quite 

speech generation, a really complex problem. We review a number of the synthetic Neural Network (ANN) approaches utilized in 

speech recognition. Some basic principles of neural networks are briefly described also as their current applications and 

performances in speech recognition. Strenghtnesses and weaknesses of pure connectionist networks within the particular context 

of the speech signal are then evoqued 

The sub problems can be classified according to[11] 

• isolated words - continuous speech 

• vocabulary: small (< 50 words), medium (50 - 500 words), large (> 500 words) 

• single speaker - multiple speakers 

• noise: noise level, type of noise 

A answer to the boundaries of ‘hand-engineered’ facets has emerged via mimicking features of organic neurons in synthetic 

neural networks (ANN). The workable of ANNs is currently being exploited with get admission to to massive trainable datasets, 

environment friendly gaining knowledge of algorithms, and effective computational resources. Few of these developments in 

ANN over the final decade have led to deep studying [16,17] that, in turn, has revolutionized various utility domains consisting of 

pc vision, speech analysis, biomedical picture processing, and on line market analyses. The fast success of deep studying over 

usual computing device getting to know may additionally be attributed to three factors. First, deep getting to know provides end-

to-end trainable architectures that combine function extraction, dimensionality reduction, and last classification. 
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I. NEURAL NETWORKS (NN) 

In 1980, Neural Networks (NN) were developed as an acoustic modelling method in the Automatic Speech Recognition System 

(ASR)[9]. Many features of Speech Recognition (SP), such as phoneme classification, have made use of Neural Networks (NN). 

The Neural Networks (NN) method is very useful in Speech Recognition Systems. The neural network method is used in the 

majority of research work. Isolated Word Speech Recognition, audiovisual speaker recognition, and speaker versioning are all 

used to classify phonemes. 

Because speech is not stationary, Speech Recognition is a task-oriented domain. Various techniques are used depending on the 

task. Techniques such as MFCC, DTW[9], and others are commonly used for small datasets. Neural Network-based techniques 

are preferred for larger and more standardised corpora. 

However, MFCC and DTW are popular, simple, and robust techniques. These techniques are used depending on the goal of the 

proposed system, the type of speech considered, and the size of the database. 

 

II. VOWEL RECOGNITION 

 

Each language's basic elements are vowels and consonants. Furthermore, the difference in pronunciation of a word uttered by 

people speaking different mother tongues is primarily due to differences in vowels and how they are pronounced[12][13]. Farsi 

(Persian mother tongue) has six distinct vowels denoted as , , ,او ,اي, آ which are very similar to the English vowels a ,e ,o ,â ,i and 

u respectively. In this section a method is presented for vowel recognition using the lip features extracted in the former sections 

and applying them to an appropriate neural network. The developed method is then used to recognize the 6 major Farsi vowels. 

To create a suitable database, 8 people (2 males and 6 females) were asked to utter 42 monosyllabic Persian words, each of which 

contained a single vowel. The utterances' scenes were then recorded at the standard rate of 30 frames per second. 

Non-native speakers of a language's speech are usually distinguished by acoustic phonetic and phonological deviations from the 

norm. This field of study has attempted to identify these deviations in order to characterise various accents. For many years, the 

English language[22] has been studied from the standpoint of both native and non-native accents. The speech of non-native 

speakers may have several acoustic-phonetic characteristics that are not found in the speech of native speakers. The purpose of 

this paper[22] is to investigate the impact of Bengali accent on English vowel recognition. The spectral characteristics of various 

English vowel sounds are seen to be heavily influenced by Bengali-accented speech. The nature of each vowel sound in Bengali 

accent differs from that of native accents. These findings are extremely useful in developing an English vowel recognizer that can 

successfully work with Bengali-accented people. The recognition method used here is very simple, and the recognition accuracy 

is also very good. 

This field of study has endeavored to recognize these deviations to portray different accents. For a long time, the English 

language[22] has been concentrated from the outlook of both local and non-local accents. The discourse of non-local speakers 

might have a few acoustic-phonetic attributes that are not found in the discourse of local speakers. The motivation behind this 

paper[22] is to research the effect of Bengali inflection on English vowel acknowledgment. The phantom qualities of different 

English vowel sounds are believed to be intensely affected by Bengali-emphasized discourse. The idea of every vowel sound in 

Bengali pronunciation contrasts from that of local accents. These discoveries are very valuable in fostering an English vowel 

recognizer that can effectively work with Bengali-emphasized individuals. The acknowledgment strategy utilized here is 

extremely basic, and the acknowledgment precision is additionally generally excellent. 

 

III. FEATURE EXTRACTION AND METHOD 

Every 10 ms, the feature extraction produces an acoustic vector that represents the salient speech feature of a 30 ms window. The 

cepstrum coefficients, the delta-cepstrum coefficients, i.e. the estimation of their temporal derivative, the delta-energy, and the 

delta-delta energy are popular features. The vector quantizer detects clusters in the set of acoustic vectors and determines a 

consultant vector for every cluster. This vector is coded, and the recognizer is fed a string of codebook vectors. The facts drift is 

significantly reduced as a result of the incoming speech sign. The vector quantization step can be skipped if enough time and 

computing power are available. Vector quantization is normally carried out with the aid of the classical K-means algorithm, 

however the Kohonen neural community (Kohonen, 1992) has additionally proved to be at least as efficient, however at a a lot 

decrease computational fee for the training. 

The most extensively used recognizers are primarily based on hidden Markov models. It is 

assumed that the speech utterances are produced through a Markov process, whose states are no longer without delay observable. 

For a given Markov mannequin of, say, a word, the probability that the pronunciation of the phrase produces a sure speech sign 

can be determined. Conversely, for a given speech utterance that represents a word[11], the probability that the utterance has been 

produced when announcing a sure word, can be calculated in the equal way. Therefore, specific hypotheses of phrases can be 

tested and the most possibly can be chosen. This is the attention technique primarily based on hidden Markov models. Choosing a 

non zero likelihood that the Markov process remains in the identical country at the subsequent time instant, the time variability of 

speech can efficiently be modelled. The major disadvantage of hidden Markov fashions is their relatively modest discriminative 

electricity for classification. 

 

 

 

IV. CONCLUSION 

Speech may be a natural mode of communication for people. We learn all the relevant skills during infancy , without instruction, 

and that we still believe speech throughout our lives. It comes so naturally to us that we don’t realize how complex a phenomenon 

speech is. Artificial Neural Networks (ANNs) were developed in response to the neural networks found in the human brain and 
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have found widespread application in speech processing. ANN applications include, among others, speech recognition, speech 

emotion recognition, language identification, speech enhancement, and speech separation. 
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